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Abstract

Review score information can be presented in different formats. In three online experiments, we examined consumers' behavior in the context
of review scores presented in a disaggregated format (individual review scores observed sequentially and individually), an aggregated format
(review scores summarized into a frequency distribution chart), or both together. Participants tended to attribute outlier review scores to reviewer
rather than product reasons. This tendency was more prevalent when reviews were presented in disaggregated format. Moreover, reviews attributed
to reviewer reasons tended to be perceived with low credibility. When presented with a choice between two products with equal average review
scores but different variances, participants chose as if outlier review scores were discounted when scores were presented in the disaggregated
format. This tendency emerged even when disaggregated and aggregated formats were presented together. The number of review scores moderated
the effect of format on choice. We argue that disaggregated information allows consumers to better track the number of outliers and, when the
number of outliers is small, prompts them to attribute these outliers to reviewer reasons, and subsequently discount them.
© 2017
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Introduction

“Word of mouth” (WoM) refers to informal person-to-
person communications regarding a brand, product, or service
(Arndt 1967; Westbrook 1987). Many have argued that WoM
is one of the most powerful forces shaping consumer behavior
(Trusov, Bucklin, and Pauwels 2009; Whyte 1954). Corre-
spondingly, a large body of work has focused on WoM
antecedents, consequences, and management (Berger 2014; De
Matos and Rossi 2008; Lang and Hyde 2013). We focus here
on product review scores because prior research has established
them as an important source of consumer information that
influences purchasing decisions (Chatterjee 2001; Chevalier
and Mayzlin 2006; Senecal and Nantel 2004). Much work has
examined how consumer responses to reviews are influenced by
stimuli (such as volume), communicators (such as expertise), and
contextual factors (such as platform) (see Cheung and Thadani
2012, for a review). The focus of the current paper is the influence
of review score format on consumer's product preference.
Preliminary research suggests that consumers may form
different product preferences depending on whether associated
product review scores are presented as an aggregated review score
distribution or as disaggregated individual review scores (Wulff,
Hills, and Hertwig 2014). This finding is important because
managers have the ability to design online platforms that direct
consumer attention to different formats of review score informa-
tion, which may subsequently influence consumer behavior. We
contribute by extending this finding to contexts in which both
aggregated review score information and disaggregated review
score information are presented.We also contribute by explaining
this behavior in the light of attribution theory: outlier review
scores are attributed to reviewer (vs. product) reasons, discredited,
then discounted, and this attribution is more likely when review
scores are presented in a disaggregated format.
Different Information Presentation Formats

Review score information is commonly presented in two basic
formats. “Aggregated” information includes formats in which
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multiple pieces of information are obtained and processed
collectively and simultaneously (for example, review scores that
have been summarized into a frequency histogram at Amazon.
com). “Disaggregated” information includes formats in which
multiple pieces of information are obtained and processed
individually, sequentially, and over time (such as a list of
individual reviews left at Amazon.com).

Most online websites give consumers access to both disaggre-
gated and aggregated review score information. However,
consumers naturally have an option of which format of information
to focus on, and this focus is likely to vary (Purnawirawan, De
Pelsmacker, and Dens 2012). To test this assumption, we
conducted a survey of 104 American participants recruited from
Amazon'sMechanical Turk regarding their behavior when looking
at online review aggregator websites. The participant's behavior
fell into four categories such that on 38% of occasions the average
review score, the distribution of review scores, and the individual
review scores were all considered, on 36% of occasions the
individual review scores were ignored, and on 11% of occasions
both the average review score and the distribution of review scores
were ignored. Furthermore, some websites directly limit the format
in which reviews are presented. For example, Zomato.com, one of
the fastest-growing restaurant search websites, does not provide
users with a frequency histogram summarizing review scores.
Other websites, such as HealthGrades.com, focus on presenting
aggregated data to specifically reviewed service characteristics
(e.g., trustworthiness, helpfulness). In sum, consumers will often
be exposed to review score information that is in aggregated
format, disaggregated format, or both, prior to making a purchase
decision.

Wulff, Hills, and Hertwig (2014) compared choices between
two alternative products for which review score information
was presented in either aggregated or disaggregated format.
Each choice pair comprised of a low-variance product for
which the review scores clustered tightly around the average
score, and a high-variance product for which the review scores
clustered widely around the average score. In this study, and in
those that follow, the high variance product was associated with
an outlier review; that is, a review score left by only a minority
of reviewers. Half the participants saw the review scores
summarized in a single frequency histogram (an aggregated
information format) whereas the others observed the review
scores individually and sequentially (a disaggregated information
format). Two procedural features are worth noting. First, the
disaggregated review scores were not accompanied by a textual
elaboration of the score. Second, participants in the latter group
were unconstrained in terms of the number of reviews they could
sample.

The researchers found significant differences in choices
depending on presentation format; namely, those presented with
disaggregated reviews tended to make choices as if discounting
outlier reviews. The authors attributed their observations
primarily to sampling error: those who were sampling individual
review scores often failed to sample a sufficient number to ever
observe the outlier scores. Indeed, in the aggregated format, each
product was associated with 100 review scores (a total of 200
scores per choice). By contrast, in the disaggregated format, on
average, participants considered just 21 reviews per choice,
meaning that the two conditions differed considerably in terms of
the number of product reviews participants observed. Therefore,
it appears that many participants in this study chose as if
discounting outlier reviews when presented in a disaggregated
format because outliers were never observed in the first place.

We believe, despite the confound in information provided, that
the general conclusion from Wulff, Hills, and Hertwig (2014) –
that there are format-dependent differences in choice – may be
accurate. To test this hypothesis directly, in our studies we
ensured that participants in different groups were always
presented with equivalent information. By ruling out information
differences between groups, we were able to directly test the
impact of different review score information formats, and
eliminate sampling error as an explanation for any observed
format dependent differences. We also hypothesized a different
underlying mechanism: outlier review attribution.

Outlier Review Attributions

We argue that consumers form attributions about reviews –
particularly outlier review scores – that vary depending on the
review score presentation format. Kelley's (1967) covariation
model of attribution theory explains how people make causal
inferences to understand why communicators advocate certain
positions. According to this theory, two possible attributions
relate to whether conveyed opinions are based on external
(product) reasons or internal (reviewer) reasons, and one factor
that helps determine an attribution is consensus: the extent to
which other people behave in the same way in a similar situation
(Kelley 1973). A low level of consensus tends to be associated
with internal attributions. For instance, if ten reviewers have
ten different opinions about a product, then one might conclude
that the ten opinions stem more from internal reviewer reasons
(e.g., personality) than from external product reasons (e.g., quality).
Conversely, if ten reviewers have ten similar opinions about a
product, then one might conclude that the ten opinions stemmore
from product reasons than from reviewer reasons.

Research suggests that consumers are more likely to discount
an individual review after reading the reviewer's comments if
they attribute that review to reviewer reasons, which can
subsequently affect brand evaluation (Laczniak, DeCarlo, and
Ramaswami 2001). Research has also shown that consumers are
more likely to attribute a review to reviewer (vs. product) reasons
for experience (e.g., cosmetics) versus search (e.g., MP3 player)
goods, which can subsequently affect product attitude (Park and
Han 2008). Consumers are also more likely to attribute product
reasons to negative reviews about utilitarian products but more
likely to attribute reviewer reasons to negative reviews about
hedonic products, which can subsequently affect attitude towards
the review (Sen and Lerman 2007).

To our knowledge, only one previous study has examined the
combined effect of an aggregated rating and individual reviews
from an attribution perspective. Qiu, Pang, and Lim (2012)
presented participants with a single review that was of either
negative or positive valence. Half the participants were also
shown the average product rating based on a total of 96 reviews,
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Fig. 1. Conceptual depiction of how review score information presentation
format influences preference.
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which was arranged to be incongruent with the individual review.
The researchers found that attribution of the individual review to
product reasons was reduced when presented with the incongru-
ent aggregated rating, but only when the reviewwas positive (and
hence, the average rating was low). In contrast, when the review
was negative (and hence, the average rating was high), attribution
of the review to product reasons was no different when presented
together with the incongruent aggregated rating. The presence of
incongruent aggregated rating information reduced perceived
review credibility and diagnosticity of the review via the review
attribution. These results suggest that consumers can attribute a
review to reviewer reasons when they learn that it is an outlier –
that is, when the review conflicts with the consensus opinion –
and subsequently discount it. An important but unanswered
question emerging from this study is whether such attribution
varies depending on whether the degree of reviewer consensus
is learned about from aggregated or disaggregated review scores,
and when based purely on the distribution of the review scores
(i.e., without reading accompanying reviewer comments).

Format-dependent Differences in Attribution and Preference

Our literature review suggests that consumers can discount
individual reviews because of reviewer attributions based on
factors such as type of product (search vs. experience), the
valence of the review (negative vs. positive), and whether the
review conflicts with the average rating. Here, we propose a new
factor that may lead consumers to discount reviews through
review attribution: the presentation format of the review score.
Our conceptualization is summarized in Fig. 1 and expanded
below.

Information Format and Perceptions of Number of Reviews
(and Outliers)

According to our conceptualization, the two different
presentation formats influence how information is encoded,
which can be identified by people's perceptions of the number
of reviews.

When people are presented with disaggregated information,
they tend to automatically encode into memory the frequency of
events (Hasher and Zacks 1984). This tendency, often called the
“frequency heuristic” (Alba and Marmorstein 1987), is the basis
of many exemplar-, or instance-, based decision models such as
the ACT-R model (Anderson and Lebiere 2014). In general,
people are good at identifying the frequency of disaggregated
numbers when later probed (Hau et al. 2008). Thus, we argue that
people will have a relatively accurate perception of how many
reviews there were after being presented with review scores in
disaggregated format. Given that a pilot study (N = 96) showed
that there was a very strong positive correlation between accurate
perception of total number of reviews and accurate perception of
outlier reviews, for our studies we assumed accurate perception
of the former implied accurate perception of the latter.

In contrast, when people are presented with aggregated
information, they tend to overlook the frequency of events
(Griffin and Tversky 1992). For example, Obrecht, Chapman,
and Gelman (2007) asked participants to evaluate products
associated with review scores that varied in terms of the average
product rating, the number of reviews, and the variance of the
ratings. They found that only about half of the participants used
the number of reviews information — the others simply ignored
it. The likely reason for this oversight is that consumers are
cognitive misers who often rely on mental short cuts to make
assessments and decisions (Fiske and Taylor 2013; Gigerenzer
and Selten 2002; Payne, Bettman, and Johnson 1993). In the
context of review scores, it is cognitively less demanding to make
an evaluation based on the average review score and distribution
of reviews than it is to additionally evaluate this information in
conjunction with the number of reviews. Therefore, we expect
consumers presented with aggregated review score information
to have a relatively inaccurate perception of the number of
reviews and, correspondingly, a relatively inaccurate perception
of the number of outlier reviews.
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H1. People will be better able to correctly identify the number
of reviews when those scores are presented in a disaggregated
(vs. aggregated) format.

Although, people presented with disaggregated information
tend to have a good sense of the relative frequency of events –
that is, judged frequency tends to increase with increases in
actual frequency – absolute accuracy of frequency judgments can
suffer from distortions (Zacks and Hasher 2002). In particular,
frequency tracking becomes less accurate as the number of events
increases with a tendency to overestimate the frequency of rare
events and underestimate the frequency of common events
(Lejarraga 2010; Ungemach, Chater, and Stewart 2009). This
phenomenon is not surprising given the limited capacity of
workingmemory (Baddeley 1992) and tendency to focus on small
and more recent samples of experience (Hertwig and Pleskac
2010; Plonsky, Teodorescu, and Erev 2015) when manipulating
information necessary for complex tasks, such as the evaluation of
a product based on reviews.

H2. The effect of format on ability to correctly identify the
number of reviews (i.e., H1) will be moderated by the number
of reviews: when there are few reviews, identification will be
better when information is disaggregated; when there are many
reviews, identification will be no different between groups.
Number of Outliers and Attribution

According to our conceptualization, format-dependent
differences in perceptions of the number of reviews are related
to whether outlier reviews are attributed to reviewer or product
reasons. We argue that an outlier (e.g., 10% of reviews are 1 star)
is more likely to be attributed to reviewer reasons when that
outlier is based on a small absolute number of reviews (e.g., 1)
compared to a large absolute number of reviews (e.g., 10). This
argument is consistent with models of social influence, which
argue that greater numbers of sources of opinion are associated
with stronger influence (Latané and Wolf 1981; Cialdini 2009).
According to these models, a minority opinion of one is more
likely to be seen as reflecting an internal attribution such as an
idiosyncratic or biased perspective (Moscovici 1985).

We suggest that when review scores are presented in
disaggregated format, people will relatively accurately assess the
absolute number of reviews forming the outlier opinion. If there is
a small absolute number, the outlier will likely be attributed to
reviewer reasons whereas if there is a large absolute number, the
outlier will likely be attributed to product reasons. In contrast,
when review scores are presented in aggregated format, people
will relatively inaccurately assess the absolute number of reviews
forming the outlier opinion. Therefore, people will be insensitive
to the absolute number of reviews and follow the default
attribution. Given that previous research demonstrates that people
tend to attribute reviews to product reasons unless given reason
not to (Qiu, Pang, and Lim 2012), we assume this is the default
attribution. Therefore, when review score information is aggre-
gated, we expect that outlier review scores will likely be attributed
to product reasons, regardless of the number of reviews.
H3. People will be more likely to attribute outlier scores to
reviewer (vs. product) reasons when review score information
is presented in a disaggregated (vs. aggregated) format.

Attribution and Perceived Credibility

According to our conceptualization, attributing an outlier
review score to reviewer rather than product reasons will have
a number of downstream consequences for how that review
is treated. One of these consequences relates to credibility,
which refers to the extent to which a person perceives a
review as believable, true, or factual (Cheung et al. 2009).
Consistent with previous research (Qiu, Pang, and Lim 2012),
we expect that attributing a review to reviewer reasons reduces
the perceived credibility of that review. This is because, in
general, a review based on reviewer reasons is likely to be less
informative to a consumer than a review based on product
reasons.

H4. People will perceive outlier review scores to be less
credible when review score information is presented in a
disaggregated (vs. aggregated) format.

H5. The effect of format on perceived credibility (i.e., H4) will
be mediated by attribution of the outlier review score.

Credibility and Preference

People tend to rely on information that they perceive as
credible (Cheung et al. 2009; Petty and Cacioppo 1986). Indeed,
prior research has shown that perceived credibility is one of the
most important antecedents of eWOMadoption (Chih et al. 2013;
Fan et al. 2013; Wathen and Burkell 2002). Therefore, the effect
of format on credibility should have flow-on effects for how
people use review score information to form relative preferences
between alternatives in a consideration set that vary in terms of
the distribution of review scores.

H6. People will be more likely to form product preferences that
discount outlier review scores when those scores are presented
in a disaggregated (vs. aggregated) format. Manifestation of
this discounting will depend on the valence of the outlier review
(e.g., a discounted positively-valenced review will reduce product
preference whereas a discounted negatively-valenced review will
increase product preference).

H7. The effect of format on preferences (i.e., H6) will be
mediated by attribution of the outlier review.

As described earlier, outlier attribution for those presented
with disaggregated information will depend on the absolute
number of reviews forming the outlier opinion.

H8. The effect of format on preferences (i.e., H6) will be
moderated by the number of reviews: when there are few
reviews, preferences will be consistent with discounting outlier
review scores when information is disaggregated; when
there are many reviews, preferences will not differ between
groups.
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There are many marketplace situations in which consumers
have access to both aggregated and disaggregated review score
information. Although in such contexts disaggregated review
score information is informationally redundant, our conceptu-
alization suggests that in practice it may not be, and may
actually dominate if consumers choose to consider it. First, only
disaggregated information allows people to accurately track the
frequency of outliers, which can impact upon perceptions of
small and large minorities (Hasher and Zacks 1984). Second,
such tracking occurs automatically – with little directed
intention or effort (Zacks and Hasher 2002) – and is thus
consistent with people acting as cognitive misers. Therefore,
we argue that those presented with both information formats
will tend to rely on disaggregated information. Subsequently,
and similar to those presented with disaggregated information
alone, small minority outliers should be attributed to reviewer
reasons, and then discounted.

H9. When people are presented with both disaggregated and
aggregated information they will tend to behave more like they
do when presented with disaggregated information alone than
aggregated information alone.
Experiments

In order to test these nine hypotheses, we carried out three
online experiments. In each experiment we manipulated the
format of review score information and the distribution of
review scores. The first experiment, which tested H3, H4, H5,
and H9, presented participants with a single product together
with review score information for 10 reviews. Participants were
asked to reflect on an outlier review score, attribute it to
reviewer or product reasons, and then judge its credibility. The
second experiment, which tested H1, H3, H6, H7 and H9,
presented participants with two products each with review
score information for 10 reviews. Participants were asked to
indicate a preferred product, attribute an outlier review to
reviewer or product reasons, and also identify the total number
of reviews. The third experiment, which tested H1, H2, H3, H6,
and H8, was similar to the second experiment but also
presented the two products with review score information for
50 reviews each. As described below, we found support for all
hypotheses.
Experiment 1

In Experiment 1, we examined whether people's attribution
of an outlier review to reviewer (vs. product) reasons varied
depending on the format that the outlier review was presented in,
and whether such a difference impacted perceived credibility of
the review. For the purpose of generalizability, we examined four
review score distributions that varied the average review score and
valence of the outlier review to be extremely positive or extremely
negative. We expected the effect of format on attribution to hold
regardless of the distribution. In order to equate the information
across formats and also remain consistent with the procedure of
Wulff, Hills, and Hertwig (2014), we removed review comments
and only presented review scores.

Methods
The participants were 602 American adults (336 females;

Mage = 32.7, SDage = 10.7) recruited online from Amazon's
Mechanical Turk (AMT).

The study was conducted online. Participants were asked to
evaluate an audiobook given its title, description, and product
review score information. The audiobook was Last Bus to
Wisdom by Ivan Doig. The accompanying audiobook summary
was six sentences long. The audiobook was associated with
10 reviews. The specific review score information presented to
participants varied depending on which of twelve groups the
participant had been randomly allocated to. Formally, the
experiment used a 3 (Format: Aggregated [A] vs. Disaggregated
[D] vs. A + D) × 4 (Distribution [of the review scores]) between-
subjects design.

Participants in the aggregated group were presented with a
frequency chart outlining the average review score out of 5, a
visual depiction of this average in yellow-colored stars, the
number of reviews, and the percentage of each star category
(see Fig. 2, middle panel). Those in the disaggregated group
observed each of the review scores in numerical and visual
form, individually and sequentially over pages (see Fig. 2, right
panel). The order of the review scores was randomized. Those
in the A + D group were first presented with the frequency
chart and then the individual review scores were presented
individually and sequentially over pages.

Participants were presented with review scores in one of four
distributions (see Fig. 2). The first distribution had an average
review score of 1.5 and an outlier 5 score. The second
distribution had an average review score of 3.0 and an outlier 5
score. The third distribution had an average review score of 3.0
and an outlier 1 score. The fourth distribution had an average
review score of 4.5 and an outlier 1 score.

Once participants had viewed the review scores they were
asked to think about the outlier review score and indicate whether
they attributed the review to product reasons or to reviewer
reasons. In the question, definitions and examples of “product
reasons” and “reviewer reasons” were provided. This question,
which was developed from a number of previous studies
(Laczniak, DeCarlo, and Ramaswami 2001; Park and Han
2008; Qiu, Pang, and Lim 2012), was answered on a 7-point
scale anchored at one end with, “This reviewer's rating was based
entirely on reasons associated with the true quality of the
audiobook” and at the other end with, “This reviewer's rating was
based entirely on reasons that have nothing to do with the true
quality of the audiobook”. Next, participants were asked to
indicate the credibility of the outlier review score. Credibility was
measured using three 7-point scales measuring trustworthiness,
reliability, and credibility (Cronbach's alpha = 0.95).

On the next page participants answered a manipulation check
question and some attention check questions. The manipulation
check question asked, “To what extent do you feel that the
audiobooks were disliked or liked by the reviewers?” on a
10-point scale ranging from “Verymuch disliked” to “Verymuch
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Fig. 2. Summary of the stimuli used in Experiment 1. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)
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liked”. The attention checks were basic questions about the type
of product presented in the scenario, and the score of the outlier
review. Given that the vast majority of participants were able to
accurately answer the attention check questions, we included all
participants in the data analysis for all studies. The experiment
concluded with a series of standard demographic questions.

Results and Discussion
A manipulation check confirmed that participants felt that

the audiobook was liked more when the average review score
was 4.5 (M = 8.5, SD = 1.7) than 3.0 (M = 5.8, SD = 1.6),
t(449) = 16.56, p b .0001. In addition, participants felt that the
audiobook was liked more when the average review score was
3.0 than 1.5 (M = 2.3, SD = 1.9), t(451) = 20.17, p b .0001.

The average attribution across groups is presented in the
upper section of Table 1. To investigate H3, we conducted an
ANOVAwith format, distribution, and their interaction entered as
independent variables, and attribution entered as the dependent
variable. The analysis revealed a significant main effect of format,
F(2, 590) = 5.29, p = .005, no main effect of distribution,
F(3, 590) = 2.11, p = .10, and no interaction, F(6, 590) = 0.34,
p =.91. In support of H3, follow-up contrasts revealed that those
in the aggregated group were less likely to attribute the outlier
review score to reviewer (vs. product) reasons compared to those
in the A + D group, F(1, 590) = 4.48, p = .03, and those in the
disaggregated group, F(1, 590) = 10.23, p = .001. In support of
H9, there was no difference in attribution between those in the
A + D and disaggregated groups, F(1, 590) = 1.17, p = .28.

The average perceived credibility across groups is presented in
the lower section of Table 1. To investigate H4, we conducted a
similar ANOVA this time with credibility entered as the dependent
variable. The analysis revealed a significant main effect of format,
F(2, 590) = 6.03, p = .003, a significant main effect of distribu-
tion, F(3, 590) = 10.53, p b .0001, and no interaction, F(6,
590) = 0.83, p = .55. In support of H4, follow-up contrasts
revealed that those in the aggregated group were more likely to
perceive the outlier review score as credible compared to those in
the A + D group, F(1, 590) = 11.42, p = .0008, and also those
in the disaggregated group, F(1, 590) = 5.67, p = .02. In support
of H9, there was no difference in perceived credibility between
those in the A + D and disaggregated groups, F(1, 590) = 0.99,
p = .32.



Table 1
A summary of attribution and perceived credibility responses across groups in Experiment 1.

Measure Distribution Format

Aggregated (A) A + D Disaggregated (D)

Attribution Average score = 1.5
Outlier = 5

M 4.45 4.63 5.12
SD 1.93 2.02 1.62

Average score = 3.0
Outlier = 5

M 4.14 4.57 4.64
SD 1.56 1.74 1.71

Average score = 3.0
Outlier = 1

M 4.35 4.80 5.14
SD 1.94 1.79 1.58

Average score = 4.5
Outlier = 1

M 4.71 5.16 5.04
SD 1.87 1.81 1.94

Credibility Average score = 1.5
Outlier = 5

M 3.25 2.71 3.20
SD 1.22 1.45 1.52

Average score = 3.0
Outlier = 5

M 4.18 3.70 3.81
SD 1.42 1.17 1.54

Average score = 3.0
Outlier = 1

M 3.61 2.89 3.20
SD 1.44 1.39 1.58

Average score = 4.5
Outlier = 1

M 3.40 3.16 2.84
SD 1.66 1.49 1.52
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In order to investigate H5, we conducted a mediation analysis
using Hayes' (2012) bootstrapping PROCESS model. We
simplified the analysis by excluding the group of participants
presented with both disaggregated and aggregated information
and collapsing the distribution variable. Therefore, our mediation
analysis (Model 4, 5,000 bootstrap samples) tested the effect of
format (0 = aggregated, 1 = disaggregated) on perceived credi-
bility of the outlier review (1 = very low to 7 = very high) via
attribution (1 = entirely product reasons to 7 = entirely reviewer
reasons). Supporting H5, the analysis revealed a significant
indirect effect (95% confidence interval: −.17, −.04), which
suggests that the effect of format on perceived credibility was
partially mediated by attribution such that those who received
disaggregated information were more likely to attribute outlier
reviews to reviewer reasons, and those who attributed outlier
reviews to reviewer reasons were less likely to perceive the
outlier review as credible.

In summary, Experiment 1 provides strong evidence that
outlier reviews can be attributed to reviewer (vs. product)
reasons, and that this attribution is more likely when the outlier
review is learned from disaggregated (vs. aggregated) informa-
tion formats. This format-dependent attribution appears to occur
for low, moderate, and high rated products, and regardless of
whether the outlier review is extremely low or extremely high.
Moreover, those presented with both disaggregated and aggre-
gated information tended to give responses similar to those
presented with disaggregated information alone even though in
the former case this information is redundant after having already
been presented with the aggregated information.

We also showed that differences in review score attribution
had a flow-on effect to the perceived credibility of the review
score: reviews attributed to reviewer reasons were perceived as
less credible. We expect that the relatively low credibility of the
outlier score will lead to this review being discounted, which
should have consequences for consumer preference and choice.
We tested this expectation in Experiments 2 and 3.
Experiment 2

In Experiment 2, we examined whether people's preference
for a product was influenced by the format in which the product's
review scores were presented. We modeled our experiment on
research conducted by Wulff, Hills, and Hertwig (2014), but
ensured that participants were presented with equivalent
information. Based on our conceptualization of how participants
would process outlier reviews across the different information
formats (Fig. 1), we expected that participants would be more
likely to form product preferences that discounted outlier review
scores when those scores were presented in a disaggregated (vs.
aggregated) format. This expectation produced different predic-
tions depending on the average review score of products in the
consideration set. Therefore, in this experiment we presented
participants with products that either had very low average
reviews (i.e., 1.5 out of 5) or very high average reviews (i.e., 4.5
out of 5). When the average review scores of products in the
consideration set were all relatively low and one product had a
high-scoring outlier review, we expected that people would be
less likely to prefer the high-variance (vs. low variance) product
when review scores were presented in a disaggregated (vs.
aggregated) format. In contrast, when the average review scores
of products in the consideration set were all relatively high and
one product had a low-scoring outlier review, we expected that
people would be more likely to prefer the high-variance (vs. low
variance) product when scores were presented in a disaggregated
(vs. aggregated) format.

Methods
The participants were 302 American adults (169 females;

Mage = 31.2, SDage = 10.1) recruited online from AMT.
The study was conducted online. Participants were asked to

choose between two audiobooks, “Book A” and “Book B,” for
which the only information available was product reviews.
Participants were separately and sequentially presented with the
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review score information for the two audiobooks (or in reverse
order, depending on the counterbalancing order). Book A was
associated with 10 review scores that clustered narrowly around
the average (low variance). BookBwas associatedwith 10 review
scores that clustered widely around the mean (high variance). The
specific information presented on these pages varied depending
on which of six groups the participant had been randomly
allocated to. Formally, the experiment used a 3 (Format:
Aggregated [A] vs. Disaggregated [D] vs. A + D) × 2 (Average
Review Score [out of 5]: 1.5 vs. 4.5) between-subjects design. The
operationalization of format was the same as in Experiment 1.
The average review score of the 10 reviews was set at either 1.5
out of 5 or 4.5 out of 5 for both products (see Fig. 3).

Once participants had viewed the review scores for both
audiobooks they were asked to choose their preferred one in a
Average Review Score 
detagerggA

4.5 

Low variance option:

High variance option:

1.5 

Low variance option: 

High variance option: 

*Review scores were presented in random order.

Fig. 3. Summary of the stimu
binary choice question, and then explain their choice using a
free response text box. Note that a tendency to discount outliers
is indicated by a preference for the low-variance option in the
context of low average review scores and a preference for the
high-variance option in the context of high average review scores.

Participants were then instructed to think about the outlier
review score and indicate whether they attributed the review to
product reasons or reviewer reasons in a binary choice question.
The two options were, “There is something unusual about the
reviewer (e.g., they had unrealistic expectations, they are lying,
they are an idiot, etc.)” and “There is at least one person who
really liked this audiobook”. Participants next answered the
same manipulation check question as in Experiment 1, some
attention check questions, and a question designed to measure
the participant's ability to identify the total number of reviews.
Format 
*detagerggasiD

Low variance option: 

x5:  

x5:  

High variance option: 

x8:  

x1:  

x1:  

Low variance option: 

x5:  

x5:  

High variance option: 

x1:  

x1:  

x8:  

li used in Experiment 2.



Fig. 4. Proportion of high variance choices across groups in Experiment 2.
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The attention checks were basic questions about the type of
product presented in the scenario, and the number of options.
The identification question asked, “Approximately how many
reviews were there for each audiobook?” with the response
options 10, 50, 100, and 150. The experiment concluded with a
series of standard demographic questions.

Results and Discussion
A manipulation check confirmed that participants felt that

the audiobooks were liked more when the average review score
was 4.5 (M = 8.2, SD = 1.4) than when it was 1.5 (M = 2.5,
SD = 1.4), t(300) = 34.04, p b .0001.

To test H1, we conducted a logistical regression analysis
with format, average review score, and their interaction entered
as independent variables, and ability to correctly identify the
total number of reviews entered as the dependent variable. We
also entered the order in which products were presented as a
covariate. In support of H1, we found a significant main effect
for format, χ2 (1, N = 302) = 13.14, p = .001, indicating that
participants were better able to identify the number of reviews
when review score information was presented in disaggregated
format (96.1%) or combined disaggregated and aggregated
format (96.0%) compared to aggregated format (83.8%). There
were no significant effects of order, χ2 (1, N = 302) = 0.005,
p = .94, average review score, χ2 (1, N = 302) = 0.66, p = .42,
or the interaction between format and average review score,
χ2 (1, N = 302) = 0.81, p = .67.

To test H3, we conducted a logistical regression analysis
with format, average review score, and their interaction entered
as independent variables, and response to the binary attribution
question entered as the dependent variable. We also entered the
order in which products were presented as a covariate. In support
of H3, we found a significant main effect for format, χ2 (1, N =
302) = 11.64, p b .0001, indicating that participants were more
likely to attribute outlier scores to reviewer reasons when review
score information was presented in a disaggregated format
(46.6%) or combined disaggregated and aggregated format
(51.0%), compared to an aggregated format (29.3%). There
were no significant effects of order, χ2 (1, N = 302) = 3.26,
p =.07, average review score, χ2 (1, N = 302) = 3.35, p = .07,
or the interaction between format and average review score,
χ2 (1, N = 302) = 1.34, p = .51.

To test H6, we conducted the same logistical regression
analysis but this time with choice entered as the dependent
variable. In support of H6, we found a significant interaction
effect between format and average review score, χ2 (1, N =
302) = 18.02, p b .0001, indicating that participants made
different product choices depending on format, and that this
effect was moderated by average review score. There were no
significant effects of order, χ2 (1, N = 302) = 0.08, p = .77,
average review score, χ2 (1, N = 302) = 2.96, p = .09, or
format, χ2 (1, N = 302) = 0.05, p = .97.

As shown in Fig. 4, when the average review scores were
1.5 (left panel), participants were less likely to prefer the high-
variance product when scores were presented in disaggregated
format. In contrast, when the average review scores were
4.5, participants were more likely to prefer the high-variance
product when scores were presented in disaggregated format.
These results are consistent with the idea that people are more
likely to make choices as if discounting outlier review scores
when presented with information in disaggregated format. It is
noteworthy that, unlike previous research findings (i.e., Wulff,
Hills, and Hertwig 2014), these choice differences were
observed despite participants being presented with equivalent
information. Thus, our observations are consistent with our
conceptualization that different psychological processes are
engaged by different information formats.

To test H7, we conducted a simple mediation analysis focusing
on the effect of format (0 = aggregated, 1 = disaggregated) on
choice (0 = less weight on outlier, 1 = more weight on outlier)
via attribution (0 = reviewer reason, 1 = product reason). There
are three points to note about this analysis. First, as in Experiment
1, we excluded participants presented with both disaggregated
and aggregated information. Second, given that the choice effects
were moderated by average review score, we recalculated a new
dependent variable that indicated whether the participant's choice
was consistent with putting relatively less ormore decisionweight
on the outlier review. In practice, this simply meant recoding
choices for the “low variance” option to a “more weight on
outlier” choice when the average review score was 4.5, and
recoding choices for the “low variance” option to a “less weight
on outlier” choice when the average review score was 1.5. Third,
given that all variables in the analysis were binary, we were
unable to use Hayes' (2012) bootstrapping PROCESS model.
Therefore, we used the solution proposed by MacKinnon and
Dwyer (1993), which relies on the traditional Sobel test. A
summary of the mediation analysis is depicted in Fig. 5.
Supporting H7, the test statistic for the Sobel test was significant,
−2.28, p = .02. Therefore, the effect of format on choice was
partially mediated by attribution such that those who received
disaggregated information were more likely to attribute outlier
reviews to reviewer reasons, and those who attributed outlier
reviews to reviewer reasons were more likely to discount outlier
reviews when making a choice.

To test H9, we conducted a series of follow-up contrasts
examining the effect of different formats on choice. In support



Fig. 5. Mediation analysis in Experiment 2.
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of H9, there was no significant difference in the choice made
between those presented with disaggregated information and those
presented with both disaggregated and aggregated information
when the average review score was 1.5, χ2 (1, N = 99) = 0.44,
p = .51, or 4.5, χ2 (1, N = 104) = 0.18, p = .67.

In summary, Experiment 2 replicated the finding that outlier
reviews can be attributed to reviewer (vs. product) reasons, and
that this attribution is more likely when the outlier review is
learned from disaggregated (vs. aggregated) information formats.
We also showed that this attribution had a flow-on effect to
product preferences: reviews attributed to reviewer reasons were
discounted, which made high variance products more preferable
when the average review score was high, and low variance
products more preferable when the average review score was low.
Also replicating the pattern from Experiment 1, when participants
were presented with both disaggregated and aggregated informa-
tion they tended to behave as if they had been presented with
disaggregated information alone.

Consistent with our conceptualization in Fig. 1, participant's
ability to correctly identify the number of reviews was higher
when information was presented in the disaggregated (vs.
aggregated) format. According to our theory, the difference
between formats should close when many review scores are
considered. This moderation was predicted because those
presented with disaggregated information should recognize that
the outliers represent a large minority, which should increase the
tendency to attribute these reviews to product (vs. reviewer)
reasons similar to those in the aggregated format group. We
tested this expectation in Experiment 3.

Experiment 3

In Experiment 3, we tested a key assumption of our concep-
tualization by observing whether the effect of format on choice
observed in Experiment 2 was attenuated by the presentation of
many review scores and, hence, several outlier review scores. In
this experiment, we focused on the two most extreme formats –
disaggregated and aggregated information – to test the theory.

Methods
The participants were 403 American adults (254 females;

Mage = 33.0, SDage = 11.0) recruited online from AMT.
The design, materials, and procedure were very similar to

those employed in Experiment 2 with three main exceptions.
First, the combined disaggregated and aggregated group was
removed to reduce the complexity of the experimental design.
Second, the number of review scores associated with each
audiobook was manipulated such that half of the participants
observed 10 review scores and the other half observed 50 review
scores. Formally, the experiment used a 2 (Format: Aggregated
vs. Disaggregated) × 2 (Average Review Score [out of 5]: 1.5 vs.
4.5) × 2 (Number of Reviews: 10 vs. 50) between-subjects
design. Third, the binary attribution question used in Experiment
2 was replaced with an interval scale question that asked
participants, “To what extent do you think that the scores from
this minority of reviewers had to do with their own personal
idiosyncratic preferences as opposed to a true reflection of the
audiobook's value?”. The question was answered on a 10-point
scale anchored at one end with, “Their scores were definitely not
influenced by personal reasons,” and at the other end with, “Their
scores were definitely influenced by personal reasons”.

Results and Discussion
A manipulation check confirmed that participants felt that

the audiobooks were liked more when the average review score
was 4.5 (M = 8.1, SD = 1.6) than when it was 1.5 (M = 3.1,
SD = 1.9), t(401) = 28.36, p b .0001.

To test H1 and H2, we conducted a logistical regression
analysis with format, average review score, number of reviews,
and all their interactions entered as independent variables, and
ability to correctly identify the total number of reviews entered as
the dependent variable. We also entered the order in which
products were presented as a covariate. In support of H1, we found
a significant main effect for format, χ2 (1, N = 403) = 14.21, p =
.0002. In support of H2, this main effect was qualified by a
significant interaction between format and number of reviews,
χ2 (1, N = 403) = 27.78, p b .0001, indicating that participants'
ability to identify the number of reviews differed depending on
format, and that this effect was moderated by the number of
reviews. When the number of reviews was 10, participants had
better accuracy when review score information was presented in
disaggregated format (96.1%) than aggregated format (67.0%). In
contrast, when the number of reviews was 50, there was no
difference in accuracy as a function of whether review score
informationwas presented in disaggregated (64.6%) or aggregated
format (72.3%). There were no significant effects of order, χ2 (1,
N = 403) = 0.36, p = .54, average review score, χ2 (1, N =
403) = 0.43, p = .51, nor the interaction between format and
average review score, χ2 (1, N = 403) = 0.83, p = .36. However,
there was a significant main effect for number of reviews, χ2 (1,
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N = 403) = 16.51, p b .0001, that was qualified by a significant
three-way interaction, χ2 (1, N = 403) = 10.69, p = .001.

To test H3, we conducted an ANOVA with format, average
review score, number of reviews, and all their interactions entered
as independent variables, and response to the attribution question
entered as the dependent variable. We also entered the order in
which products were presented as a covariate. Unlike Experi-
ments 1 and 2, the analysis failed to support H3 in that we did
not find a significant main effect for format, F(1, 394) = 2.89,
p =.09. However, the direction of the difference was consistent
with our prediction in that participants were more likely to
attribute outlier scores to reviewer reasons when review score
information was presented in disaggregated format (M = 7.58,
SD = 1.98) compared to aggregated format (M = 7.25, SD =
1.99). We also note that we received some feedback from
participants indicating that the wording of this question was
confusing, which could have reduced our ability to detect a
difference. There were no significant effects of order, F(1,
394) = 0.87, p = .35, average review score, F(1, 394) = 1.99,
p = .16, number of reviews, F(1, 394) = 0.14, p = .70, nor any
of the interactions (all ps N .14).

To test H6 and H8, we conducted another logistical regression
analysis this time with choice entered as the dependent variable. In
support of H8, we found a significant three-way interaction
between format, average review score, and number of reviews,
χ2 (1, N = 302) = 5.63, p = .02, indicating that the moderated
effect of format on choice identified in Experiment 2 changed as a
function of number of review scores. As shown in Fig. 6, and
Fig. 6. Proportion of high variance choi
supporting H6, when the number of reviews was 10, we replicated
the pattern of results observed in Experiment 2 such that
participants were more likely to choose as if discounting outlier
review scores when presented with information in disaggregated
format. In contrast, when the number of reviews was 50, this
pattern of results was eliminated (and actually reversed when the
average review score was 4.5). In addition, there was a significant
effect of order, χ2 (1,N = 403) = 4.66, p = .03, reflecting that the
proportion of high variance choices was higher when the high
variance option was presented second. There were no significant
main effects of format, χ2 (1, N = 403) = 2.05, p = .15, average
review score,χ2 (1,N = 403) = 1.32, p = .25, number of reviews,
χ2 (1, N = 403) = 2.92, p = .09, nor any of the other two-way
interactions (ps N .29) except between number of reviews and
average review score, χ2 (1, N = 403) = 6.05, p = .01.

In summary, Experiment 3 replicated the finding that outlier
reviews tend to be discounted when presented in disaggregated
(vs. aggregated) format. Consistent with our theory, this tendency
changed when many review scores were presented. Specifically,
when the average review scores of the products under consider-
ation were both low, the difference between formats disappeared,
and when the average review scores of the products under
consideration were both high, the difference between formats
actually reversed. Also consistent with our theory, participant's
ability to correctly identify the total number of reviews was
similarly moderated by the number of reviews. However, unlike
the first two experiments, we found only directional support for
our hypothesis regarding outlier review attribution. We suspect
ces across groups in Experiment 3.
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that this variable was associated with considerable noise given that
participants had difficulty interpreting the question.
General Discussion

The present work adds to the growing literature on consumers'
use of online review scores (Cheung and Thadani 2012), and
specifically the research of Wulff, Hills, and Hertwig (2014),
by showing that people can make different product choices
depending on whether review score information is aggregated or
disaggregated. Specifically, when choosing between a low- and
high-variance product, people were more likely to form
preferences as if outlier review scores were discounted when
those scores were presented in disaggregated format. Thus, for
example, when review scores of both products were generally
positive (i.e., 4.5 out of 5 stars), more people preferred the
high-variance option when they learned about reviews by
sequentially seeing individual review scores than when the same
information was summarized in a frequency histogram.

Our work extends these previous findings in a number of
ways. First, we show that format-dependent choices can be
observed even when the review scores presented to participants
in the different format groups is informationally equivalent.
This is an important revelation because the only previous study
to show such format-dependent differences in the context of
review scores confounded information format with amount of
information available, thereby obscuring whether there were
actually format-dependent differences (Wulff, Hills, and Hertwig
2014). Second, we show that these format-dependent choices can
occur in the context of a low average review score consideration
set and also a high average review score consideration set. Third,
we show that when people are presented with both aggregated
and disaggregated information together, they tend to choose as if
they had been presented with disaggregated information alone.
Fourth, we reveal that one boundary condition to this effect is
how many review scores are considered such that the effect is
reduced – sometimes even reversed – when many reviews are
presented. Lastly, and perhaps most importantly, we provide
preliminary evidence for a psychological mechanism driving
these behaviors: attribution.

We interpret our observations in the context of Kelley's
(1967, 1973) covariation model of attribution. According to our
account, consumers automatically attempt to attribute outlier
review scores to either product or reviewer reasons and, when the
latter is applied, tend to discount this information (Laczniak,
DeCarlo, and Ramaswami 2001; Park and Han 2008; Qiu, Pang,
and Lim 2012). The explanation is supported by mediation
analyses showing that reviews attributed to reviewer reasons
were discredited (Experiment 1) and discounted in choice
(Experiment 2). Comments made by our participants also support
this interpretation. For example one participant in Experiment 2
wrote: “I figure you have to throw out one of the highest and one
of the lowest scores. There is always somebody that was unhappy
because they misunderstood and purchased the wrong product,
had lousy shipping, or something else largely unrelated to the
quality of the actual item”.
Our work therefore adds to existing findings that implicate
attribution in the effect of online reviews on product evaluations
(Lee and Youn 2009; Park and Han 2008; Qiu, Pang, and Lim
2012; Sen and Lerman 2007). Importantly, our study extends
these findings by demonstrating that attributions can be made
about individual reviews based on the distribution of other scores,
and that these attributions are influenced by the presentation
format. Indeed, our major theoretical contribution is that the
tendency to attribute an outlier review to reviewer reasons and
subsequently discount it is higher when review score information
is presented in disaggregated format. We argue that this occurs
because consumers are more likely to attribute an outlier review
to reviewer reasons when there is only a single outlier (for
example, one that makes up 10% of 10 total reviews) rather than
a group of outliers (for example, five that make up 10% of 50 total
reviews). This point is highlighted by a comment left by one
participant from the group presented with disaggregated infor-
mation and 50 reviews: “While Book B appeared to have a lot of
5 star reviews, it had too many 1 star reviews for me to ignore”.

Our key insight was that people perceive outliers, what you
might think of as minority opinions, differently depending on
presentation format. This insight stems from previous research
showing that people automatically track frequencies when
information is presented in disaggregated format (Hasher and
Zacks 1984) but tend to overlook frequencies when information is
presented in aggregated format (Griffin and Tversky 1992;
Obrecht, Chapman, and Gelman 2007). Consistent with this
interpretation, we found that people had very good identification
of the number of reviews when information was presented in
disaggregated format compared to when the same information was
presented in aggregated format. As a result, when information was
disaggregated, small minorities (e.g., 1 outlier review) tended to be
attributed to reviewer reasons and discounted. In contrast, when
information was aggregated, small minorities tended to be
attributed to product reasons and not discounted.

One result we observed that was unpredicted is shown in the
lower panel of Fig. 6: when the average review score of products
in the consideration set was high and there were 50 reviews, the
proportion of high variance choices was significantly lower in the
disaggregated compared to aggregated group. In other words,
when there were 10 reviews, people in the disaggregated group
chose as if putting relatively less weight on the (low-scoring)
outlier review score. In contrast, when there were 50 reviews,
people in the disaggregated group chose as if putting relatively
more weight on the (low-scoring) outlier review score. We
speculate that participants in this groupmay have given significant
meaning to the minority group of outlier reviews by interpreting
them as a systematic problem with the product. For example, one
participant reported, “Audiobook A had either 4 of 5 and 5 of 5
ratings only. Whereas B had a combination of 1 of 5 or 4 of 5 and
5 of 5. This might mean that B might have some sort of problem
that comes only so many books”.

Managerial Implications

Our results have managerial implications regarding how
product and service evaluations are influenced by review score
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presentation format. To some degree, the number of reviews that
people actually consider limits our findings. This is because the
differences that we observed were most prominent when
participants considered only 10 reviews per option. Importantly,
when we asked the same group of 104 American participants
mentioned in the introduction when they did read reviews how
many they considered prior to making a purchase, the average
response was 8.8 (SD = 10.8). Therefore, we believe that our
results do have substantial practical implications for managers.

Most products are associated with many high scores together
with a few low scores (Hu, Pavlou, and Zhang 2007). Given
that most websites tend to present aggregated review score
information prominently (e.g., directly under the product title),
our results suggest that consumers may have an overall lower
evaluation of products than may be warranted. Therefore, a
manager may strategically decide to eliminate the presentation of
aggregated review score information; that is, remove the review
score frequency distribution as has been done at Zomato.com.
Relative to its rivals, a website that contains only disaggregated
review scores may lead consumers to have an overall higher
evaluation of products listed on that website. The ultimate effect
of overall higher versus lower evaluation of products will depend
on how accurate these evaluations are. Interestingly, some have
argued that online user ratings are actually poorly correlated
with objective quality information (De Langhe, Fernbach, and
Lichtenstein 2015).

Of course, most websites will present both aggregated and
disaggregated review score information. In these cases, managers
could strategically use the present findings bymaking it relatively
easier to see the disaggregated reviews for favored products. This
could be accomplished by, for example, placing some individual
reviews near the top of a product's webpage, or by displaying
many individual reviews simultaneously in a compact space
(e.g., a word cloud of review scores). The likely effect is to increase
the overall positive association of the favored products.

Limitations and Future Research

As with all laboratory experiments, in trying to achieve a
balance between external and internal validity, our design was
imperfect. One limitation was that accompanying reviewer
comments were not presented. Previous research has shown that
review comments are an important factor affecting consumer
behavior (e.g., Packard and Berger 2016). However, like Wulff,
Hills, and Hertwig (2014), wemade this design decision to ensure
that information was held constant across all groups, which
would not have been possible if comments were attached to each
disaggregated review. Future research could explore how the
format-dependent behavior discussed in this paper is moderated
by different review comments. It would be interesting to learn, for
example, what comments in a written review could “save” an
outlier review from being discounted.

A second limitation is that we did not allow participants to
sample as many reviews as desired, which is the case in the actual
marketplace. Rather, our participants sampled either 10 or 50
reviews. As discussed earlier, this design decision was made in
order to equate information between groups. Importantly, the
observations made here correspond to similar observations made
when participants were free to select the number of reviews
(Wulff, Hills, and Hertwig 2014), which provides converging
evidence for our conclusions. Moreover, as mentioned in the
introduction, people report on average considering around 9
reviews prior to making a purchase, suggesting that our obliged
sample size of 10 was not far away from participants' average
tendency. Although consumers rarely sample 50 reviews, this
extreme condition allowed us to test critical predictions of our
theory, which were supported.

A third limitation was that the disaggregated information was
presented in a random order whereas the aggregated information
was presented in highest-to-lowest order. Similarly, when
aggregated information and disaggregated information were both
presented, they were only presented in this order. We made these
order decisions to better replicate real marketplace conditions
where the order of disaggregated reviews is not systematically
ordered, and usually only considered after the aggregated review
score information has first been observed.

A fourth limitation was that we did not directly test the link
between credibility and preference. Previous research suggests
that this relationship exists (Chih et al. 2013; Fan et al. 2013;
Wathen and Burkell 2002); however, it will be useful for future
research to examine if and how this relationship is moderated
by the format and number of reviews.

Conclusion

In summary, we have shown that a review can be attributed to
reviewer reasons and discounted simply by being an outlier in the
distribution of review scores. This tendency is more likely when
review scores are presented in a disaggregated format, such as
individual review scores read one at a time, than in an aggregated
format, such as reading a summary frequency distribution chart.
These findings have implications for consumer choice and the
optimal design of review score aggregator websites.
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